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Price stability, as reflected in the Consumer Price Index (CPI), plays a crucial role 
in supporting economic resilience and national defense readiness. This study 
evaluates multiple time series forecasting models, including Error-Trend-
Seasonal (ETS), Holt, Holt–Winter, SARIMA, SARIMAX with exogenous variables, 
and hybrid approaches combining Holt/Holt–Winter with SARIMA, to identify the 
most accurate method for predicting Indonesia’s CPI. Monthly data from 2017–
2022 were analyzed using a training–testing split, and forecasting accuracy was 
assessed based on RMSE. The results show that the Holt–Winter model 
outperforms all other approaches, achieving the lowest RMSE value of 1.9159. 
Residual diagnostics confirm that the Holt–Winter model effectively captures 
trend and seasonal patterns, with errors behaving close to white noise. These 
findings highlight the superiority of Holt–Winter in providing reliable CPI 
forecasts, offering significant implications for economic policy formulation and 
strategic planning in the context of national resilience. 
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INTRODUCTION 

National resilience is a multifaceted concept encompassing political, social, military, and 
economic dimensions (Ballada et al., 2022; Goodwin et al., 2023). Among these pillars, economic 
resilience plays a crucial role as the foundation for stability and defense readiness. A robust economy 
ensures the availability of resources, smooth logistics, and the government’s ability to respond to 
crises or external threats without compromising defense functions (Li et al., 2020). One of the 
primary indicators for assessing economic resilience is price stability, reflected through the 
Consumer Price Index (CPI) (Mohamed, 2020; Shinkarenko et al., 2021). Significant fluctuations in 
the CPI can affect household purchasing power, government budget allocations, and strategic 
planning within the context of national defense. 

Research by (Nguyen et al., 2023) highlights the importance of forecasting the CPI, showing 
that accurate predictions can effectively support economic policy formulation and national 
development. However, CPI is influenced by long-term trends, seasonal fluctuations, and external 
factors such as trade conditions, exchange rates, and fiscal policies, making its behavior complex and 
often non-linear. Traditional forecasting methods, such as Autoregressive Integrated Moving 
Average (ARIMA) have limitations in capturing non-linear patterns and the simultaneous effects of 
external factors (Huang et al., 2020; Thiruchelvam et al., 2021; Xiao & Su, 2022). This underscores 
the need for more advanced approaches to improve prediction accuracy. Therefore, this research 
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aims to evaluate various CPI forecasting methods—both traditional and hybrid—focusing on 
improving prediction accuracy to better support economic and national defense decision-making. 

Exponential Smoothing approaches, such as Error-Trend-Seasonal (ETS) (Khan et al., 2022; 
Wang et al., 2020), are widely applied in time series forecasting due to their ability to adaptively 
capture level, trend, and seasonal patterns. ETS variants, including Holt’s linear trend method, 
efficiently model linear trends, while Holt–Winters extends this capability to capture recurring 
seasonal fluctuations. These methods have proven effective for short- to medium-term forecasting 
when data exhibit relatively stable seasonal patterns (Ahmar et al., 2023; Trull et al., 2020). In 
addition to exponential smoothing, ARIMA models are commonly employed in time series analysis. 
While ARIMA effectively captures autocorrelations in different data, it does not explicitly account for 
seasonality. Seasonal Autoregressive Integrated Moving Average (SARIMA) was developed to 
address this limitation by incorporating seasonal components, enabling simultaneous modeling of 
long-term trends and seasonal variations (Wanjuki et al., 2022). Wanjuki et al. (2022) demonstrated 
that SARIMA can accurately forecast food and beverage price indices, although prediction errors tend 
to increase over longer horizons. SARIMA can be further extended to Seasonal Autoregressive 
Integrated Moving Average with Exogenous Variables (SARIMAX), which integrates external 
factors—such as economic indicators, trade conditions, or fiscal policies—to improve predictive 
accuracy (Banaś & Utnik-Banaś, 2021). Banaś & Utnik-Banaś (2021) showed that SARIMAX can 
capture seasonal fluctuations and business cycles, thereby enhancing short-term forecasts of 
commodity prices. Despite its flexibility, SARIMAX still has limitations in capturing rapidly changing 
short-term patterns and adaptive seasonal trends. Therefore, hybrid approaches combining 
exponential smoothing with SARIMA, such as Holt–SARIMA and Holt–Winters–SARIMA, have been 
developed. These hybrid models leverage the adaptive trend and seasonal capture of Holt/Holt–
Winters together with SARIMA’s strength in modeling residual autocorrelations and stationary 
seasonal structures, thereby significantly enhancing CPI forecasting accuracy. 

This study aims to evaluate and compare various CPI forecasting methods, including 
traditional models such as SARIMA and SARIMAX, as well as hybrid approaches like Holt-SARIMA 
and Holt–Winters–SARIMA. By conducting a comparative assessment of prediction accuracy, the 
study is expected to contribute to the development of more precise CPI forecasting methods while 
supporting economic and national defense decision-making. The following sections present the 
dataset and methodology for calculating the CPI, along with explanations of ETS, Holt’s linear trend, 
Holt–Winters, SARIMAX, and hybrid models such as Holt–SARIMA and Holt–Winters–SARIMA in 
Section 2. Section 3 presents the forecasting results, and Section 4 provides the conclusions and 
implications of the study. 

METHOD 

This study employs a quantitative approach with a time series forecasting design to predict 
Indonesia's CPI, using monthly data for the period 2017–2022 obtained from 
https://id.tradingeconomics.com/. The dataset was divided into training (80%) and testing (20%) 
subsets, and preprocessing included checking for missing values. Various forecasting models were 
then developed, starting with ETS and its variants Holt and Holt–Winters to adaptively capture trend 
and seasonal patterns, followed by SARIMA to model long-term trends and seasonal fluctuations, and 
SARIMAX to incorporate external or exogenous variables for improved predictive accuracy. Hybrid 
approaches, including Holt–SARIMA and Holt–Winters–SARIMA, were also implemented to combine 
the adaptive capabilities of exponential smoothing with SARIMA’s strength in modeling residual 
autocorrelations and stationary seasonal structures. Each model was used to forecast 14 months 
ahead, corresponding to the entire testing period. Prediction accuracy was evaluated using the Root 
Mean Square Error (RMSE), and the results were compared to identify the most suitable model for 
CPI forecasting, providing a basis for economic policy formulation and national defense decision-
making.  

Dataset 
This study uses one dependent variable and three independent variables. The dependent 

variable (Y) is the CPI, which reflects the price level of goods and services consumed by households 
and serves as a key indicator of economic stability. The independent variables are: (1) Crude oil price 

https://id.tradingeconomics.com/
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(𝑋𝑜𝑖𝑙), which can affect production and distribution costs and, consequently, inflation; (2) Exports 
(𝑋𝑒𝑥𝑝), as an indicator of foreign trade performance that may influence domestic demand and prices; 

and (3) Gasoline price (𝑋𝑔𝑎𝑠), which directly impacts transportation costs and household purchasing 

power. All variables are measured monthly and obtained from the official source 
https://id.tradingeconomics.com/. These variables are employed to build SARIMA, SARIMAX, and 
hybrid forecasting models, as well as to analyze the influence of external factors on CPI movements. 

Consumer Price Index 
 The CPI measures the average change in prices of goods and services consumed by households 

over time (Blundell et al., 2020; Pournaras et al., 2022). CPI can be calculated using the following 
formula: 

  

𝐶𝑃𝐼𝑡 =
𝐵𝑡

𝐵0
× 100 (1) 

  
where,  
𝐶𝑃𝐼𝑡 = CPI at the current period 
𝐵𝑡     = Cost of the market basket in the current period 
𝐵0     = Cost of the market basket in the base period 

This formula indicates the relative change in prices compared to the base period, based on the 
cost of goods and services consumed by households. CPI is commonly used to assess inflation, 
purchasing power, and overall economic stability, and serves as the dependent variable in this 
forecasting study. 

Error-Trend-Seasonal  
ETS is a general framework for exponential smoothing in time series forecasting that models 

the data based on three components: Error (E), Trend (T), and Seasonal (S) (Punyapornwithaya et 
al., 2021). The error component can be additive or multiplicative, the trend can be none, additive, or 
additive damped, and the seasonal component can be none, additive, or multiplicative. ETS allows 
the model to adaptively capture level, trend, and seasonal patterns, making it suitable for datasets 
with clear trend and/or seasonal fluctuations. This flexibility makes ETS a widely used baseline 
method before applying more complex models like SARIMA or hybrid approaches. The ETS model 
with a trend component can be expressed mathematically as: 

a. Level update 

  

ℓ𝑡 = 𝛼𝑦𝑡 + (1 − 𝛼)(ℓ𝑡−1 + 𝑏𝑡−1) (2) 

  

b. Trend update 

  

𝑏𝑡 = 𝛽(ℓ𝑡 − ℓ𝑡−1) + (1 − 𝛽)𝑏𝑡−1 (3) 

  

c. Forecast h-step 

  

𝑦̂𝑡+ℎ = ℓ𝑡 + ℎ𝑏𝑡 (4) 

 
where, 
𝑦𝑡 = Observed value at time 𝑡 
ℓ𝑡 = Estimated level at time 𝑡 
𝑏𝑡 = Estimated trend at time 𝑡 
𝛼, 𝛽 = Smoothing parameters 

Holt Linear and Holt-Winter 
Holt’s linear trend method and Holt–Winters exponential smoothing extend the basic ETS 

framework by explicitly modeling trends and seasonality in time series data (Majid & Dzikria, 2023; 

https://id.tradingeconomics.com/
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Yonar et al., 2020). Holt’s method adds a trend component to the level, enabling the model to adapt 
to linear changes over time, making it suitable for datasets exhibiting a clear trend but no strong 
seasonal patterns (Hendri & Fadhila, 2024). Holt–Winters further incorporates a seasonal 
component, which can be additive or multiplicative, allowing the model to capture recurring seasonal 
fluctuations in addition to the trend. For Holt–Winters with additive seasonality, the seasonal 
component is updated as: 

𝑠𝑡 = 𝛾(𝑦𝑡 − ℓ𝑡−1 − 𝑏𝑡−1) + (1 − 𝛾)𝑠𝑡−𝑚 (5) 
where, 𝑦𝑡 is the observed value, ℓ𝑡  the level, 𝑏𝑡 the trend, 𝑠𝑡 the seasonal component, mmm the 
seasonal period, and 𝛼, 𝛽, 𝛾 are smoothing parameters. Holt and Holt–Winters methods are 
particularly effective for short- to medium-term forecasting when the data exhibit trends and 
seasonal patterns, providing a robust foundation before applying more complex models like SARIMA 
or hybrid approaches. 

Seasonal Autoregressive Integrated Moving Average (SARIMA) with Exogenous Variables 
SARIMA is an extension of the ARIMA model designed to handle seasonal patterns in time 

series data (Falatouri et al., 2022; Manigandan et al., 2021). This model combines Autoregressive 
(AR), Integrated (I), and Moving Average (MA) components with additional seasonal components: 
Seasonal AR (SAR), Seasonal MA (SMA), and Seasonal differencing (SI). SARIMA is generally denoted 
as: 

  
𝑆𝐴𝑅𝐼𝑀𝐴(𝑝, 𝑑, 𝑞)(𝑃, 𝐷, 𝑄)𝑠 (6) 

  
where, 
𝑝  = non-seasonal autoregressive order 
𝑑  = non-seasonal differencing 
𝑞  = non-seasonal moving average order 
𝑃  = seasonal autoregressive order 
𝐷  = seasonal differencing 
𝑄 = seasonal moving average order 
𝑠 = length of the seasonal period (e.g., 12 for monthly data with annual seasonality) 

The general SARIMA model can be expressed as: 
  

Φ𝑝(𝐵𝑠)𝜙𝑝(𝐵)(1 − 𝐵)𝑑(1 − 𝐵𝑠)𝐷𝑌𝑡 = Θ𝑄(𝐵𝑠)𝜃𝑞(𝐵)𝜀𝑡 (7) 

  
 
where, 
𝐵    = lag operator 
𝜙𝑝(𝐵) dan Φ𝑝(𝐵𝑠) = AR coefficients for non-seasonal and seasonal parts 

Θ𝑄(𝐵𝑠) dan 𝜃𝑞(𝐵)𝜀𝑡 = MA coefficients for non-seasonal and seasonal parts 

𝜀𝑡   = residual error 
The SARIMAX model is a seasonal time series model that incorporates exogenous variables (X), 

which are external factors expected to have a significant influence on the data (Alharbi & Csala, 2022; 
Ampountolas, 2021; Elshewey et al., 2023). By including these exogenous variables, SARIMAX aims 
to improve the accuracy of forecasts, allowing the model to capture both seasonal patterns and the 
effects of external factors on the target variable. The SARIMAX model is as follows: 

  
Φ𝑝(𝐵𝑠)𝜙𝑝(𝐵)(1 − 𝐵)𝑑(1 − 𝐵𝑠)𝐷𝑌𝑡 = Θ𝑄(𝐵𝑠)𝜃𝑞(𝐵)𝜀𝑡 + 𝛼1𝑋1𝑡 + ⋯ + 𝛼𝑘𝑋𝑘𝑡 (8) 

  
where, 
𝑋𝑘𝑡  = Exogenous variable k at time t 
𝛼𝑘  = Coefficient of exogenous variable k 
Exogenous variables (𝑋) are chosen based on their economic relevance and potential impact on 𝑌, 
enhancing the model’s predictive power. 
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RESULTS AND DISCUSSION 

Descriptive Analysis 
Figure 1 illustrates the time series patterns of all research variables, consisting of the CPI (𝑋𝑐𝑝𝑖) 

as the dependent variable and three independent variables: crude oil price (𝑋𝑜𝑖𝑙), exports (𝑋𝑒𝑥𝑝), and 

gasoline price (𝑋𝑔𝑎𝑠) for the period 2017–2022. The CPI shows a clear and consistent upward trend, 

indicating a non-stationary long-term pattern driven by persistent inflationary pressures in 
Indonesia. This justifies the application of models that can capture trend and level components, such 
as ETS and the Holt Linear Trend model. Crude oil production exhibits a declining trend with high 
volatility, exports display cyclical and partly seasonal fluctuations, and gasoline prices show level 
shifts and irregular variations resulting from domestic policy interventions and changes in global oil 
markets. These behaviors indicate the presence of trend, seasonality, and short-term irregularity 
across the observed variables. 

Therefore, this study employs a variety of time series forecasting models that reflect these 
characteristics, including ETS, Holt Linear Trend, Holt–Winter, SARIMA, and SARIMAX. In addition, 
two hybrid models (Holt–SARIMA and Holt–Winter–SARIMA) are developed to integrate the 
strengths of trend- and seasonality-based methods within a unified forecasting framework. This 
multi-model approach provides a strong empirical foundation for selecting the most reliable CPI 
forecasting model. 

 

  

  
Figure 1. Trends of CPI, crude oil price, exports, and gasoline price in Indonesia (2017–2022) 

 
Furthermore, the Spearman correlation analysis presented in Figure 2 shows the strength and 

direction of the relationships among the variables. CPI demonstrates a very strong negative 
correlation with crude oil production (𝜌 = –0.957***), indicating that higher oil output is generally 
associated with lower inflationary pressures. In contrast, CPI exhibits strong positive correlations 
with exports (𝜌 = 0.747***) and gasoline prices (𝜌 = 0.626***), suggesting that increases in trade 
activity and fuel costs contribute to rising consumer prices. Crude oil production is also negatively 
correlated with both exports (𝜌 = –0.796***) and gasoline prices (𝜌 = –0.663***), while exports and 
gasoline prices share a strong positive association (𝜌 = 0.751***). These findings highlight the 
interconnectedness of energy, trade, and inflation dynamics in Indonesia, where fluctuations in 
global oil markets and export demand play a substantial role in shaping domestic price stability. 
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Figure 2. Spearman Correlation Matrix of Research Variables 

 
Figure 3 presents the additive decomposition of the CPI time series for the period 2017–2022, 

which separates the observed series into trend, seasonal, and random components. The trend 
component shows a consistent upward movement, confirming the long-term inflationary pressure 
in Indonesia during the observed period. The seasonal component exhibits a clear cyclical pattern 
that repeats annually, indicating the presence of recurring fluctuations in consumer prices due to 
periodic factors such as festive seasons or commodity cycles. Meanwhile, the random component 
captures short-term irregular variations that are not explained by the trend or seasonality, reflecting 
temporary shocks such as global economic disruptions or policy adjustments. This decomposition 
highlights that CPI dynamics are jointly shaped by structural trends, recurring seasonal effects, and 
irregular external shocks. 

 

Figure 3. Additive Decomposition of the CPI Time Series in Indonesia 
 

ETS Modelling 
The ETS modeling resulted in the ETS(A, A, A) specification, indicating that the error, trend, 

and seasonal components follow an additive form. The estimated smoothing parameters are 𝛼 = 
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0.9999, 𝛽 = 0.1339, and 𝛾 = 0.0001. The value of 𝛼 close to 1 implies that the model is highly 
responsive to the most recent observations, while the relatively small 𝛽 reflects a stable yet adaptive 
trend component. Meanwhile, the near-zero 𝛾 suggests that the seasonal pattern is relatively 
consistent across years. The forecast results are shown in Figure 4, where the blue line represents 
the point forecasts and the shaded areas denote prediction intervals. The model successfully captures 
the upward trend of CPI and projects continued inflationary pressures in the forecast horizon. The 
narrow prediction interval at the beginning indicates reliable short-term accuracy, while the 
widening interval towards the end reflects greater uncertainty in longer-term projections. Overall, 
the ETS model proves effective in providing dependable CPI forecasts to support policy analysis. 

 

Figure 4. CPI Forecast using ETS(A, A, A) Model, 2017–2022 

 

Holt Linear Trend Modelling 
The Holt Linear Trend model produced smoothing parameters of 𝛼 = 0.9999 and 𝛽 = 0.0001, 

with an initial level of 95.4044 and an initial slope of 0.1939. The very high α indicates that the model 
places almost full weight on the most recent observations, while the very small 𝛽 suggests a stable 
trend throughout the observation period. Model performance evaluation yielded AIC = 71.1305, 
demonstrating that the model adequately captures the CPI growth pattern. The forecast results are 
presented in Figure 5, where the blue line represents the predicted values and the shaded area 
denotes the prediction intervals. The Holt Linear Trend model projects a consistent increase in CPI 
over the next 14 months, in line with the identified historical trend. 
 

Figure 5. CPI Forecast Using Holt Linear Trend Model, 2017–2022 
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Holt-Winter Modelling 
The Holt–Winters model was estimated using an additive seasonal component with smoothing 

parameters of 𝛼 = 1.0000, 𝛽 = 0.0000, and 𝛾 = 0.0984. The value of 𝛼 = 1.0000 indicates that the 
model gives full weight to the most recent observations, while 𝛽 = 0.0000 suggests no adaptive 
adjustment to the trend, and 𝛾 = 0.0984 reflects the moderate role of seasonality in shaping the CPI 
pattern. The model’s sum of squared errors (SSE) was 4.6127, showing a reasonable fit in capturing 
both the level and seasonal fluctuations of the data. Figure 6 presents the 14-month forecast 
generated by the Holt–Winters method, where the predicted CPI continues to follow a rising trend 
with seasonal variation, consistent with the historical movement observed in the training dataset. 
 

Figure 6. CPI Forecast Using Holt–Winters Model, 2017–2022 
 

SARIMA Modelling 
The SARIMA model selected for Indonesia’s CPI was identified as ARIMA(2,1,0)(1,0,0)[12] with 

drift, indicating two autoregressive terms in the non-seasonal component, first-order differencing, 
and a single seasonal autoregressive term with a period of 12 months. The estimated coefficients 
were ar1 = 0.5783, ar2 = –0.3731, sar1 = 0.3522, and drift = 0.1993. Results from the coefficient 
significance test confirmed that all parameters (ar1, ar2, sar1, and drift) were statistically significant 
at the 5% level (p < 0.05), demonstrating that each component contributes meaningfully to the 
model.  

 

Figure 7. CPI Forecast Using SARIMA(2,1,0)(1,0,0)[12] Model, 2017–2022 
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This strengthens the robustness of the SARIMA specification in capturing both autoregressive 
and seasonal dependencies. The model achieved a log-likelihood of 20.07, with information criteria 
values of AIC = –30.14, AICc = –28.97, and BIC = –19.93, reflecting its efficiency in balancing fit and 
complexity. Figure 7 illustrates the 14-month ahead forecast generated by the SARIMA model, 
effectively capturing long-term trend dynamics and recurring seasonal patterns in the CPI. 

SARIMAX Modelling 
The SARIMAX models with three external variables—crude oil price (𝑋𝑜𝑖𝑙), exports (𝑋𝑒𝑥𝑝), 

and gasoline price (𝑋𝑔𝑎𝑠)—were estimated using the same structure, ARIMA(2,1,0)(1,0,0)[12]. The 

estimation results indicate that while the autoregressive and seasonal parameters remain consistent 
across models, the contribution of each external variable differs. The model with crude oil price (𝑋𝑜𝑖𝑙) 
demonstrates the best performance, as reflected in the lowest information criteria (AIC = –25.32; BIC 
= –15.11). This suggests that fluctuations in crude oil prices are closely related to movements in the 
CPI in Indonesia, mainly through production and distribution costs that are highly sensitive to energy 
prices. The model incorporating exports (𝑋𝑒𝑥𝑝) produces a positive coefficient, indicating that higher 

exports may contribute to inflation through increased domestic demand, although its forecasting 
accuracy is relatively weaker. Meanwhile, the gasoline price (𝑋𝑔𝑎𝑠) variable shows a negative 

coefficient, but with large standard errors, suggesting that its effect on CPI is less conclusive. Overall, 
although all three variables are related to inflation, crude oil price appears to provide the most stable 
contribution to improving the explanatory power of the model, while exports and gasoline price exert 
weaker and less consistent effects. The comparison of forecasts from the three SARIMAX models 
against the actual CPI is illustrated in Figure 8. 

 

(a) 

(b) 
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(c) 
Figure 8. Comparison of SARIMAX Forecasts with External Variables: Crude Oil Price (a), Exports 

(b), and Gasoline Price (c) on Indonesia’s CPI 

 

Hybrid Holt-SARIMA 
The hybrid Holt–SARIMA model was constructed by first modeling the CPI series with Holt’s 

exponential smoothing to capture the trend component, followed by applying a SARIMA model to the 
residuals to address the remaining autocorrelation structure. The residuals were best fitted with an 
ARIMA(0,0,1)(1,0,0)[12] specification, consisting of one non-seasonal moving average term (ma1 = 
0.5400) and one seasonal autoregressive term (sar1 = 0.3723). Both coefficients were statistically 
significant, confirming the ability of the model to effectively account for short-term shocks and 
seasonal dependencies left unexplained by Holt’s model. The hybrid specification achieved a 
relatively low residual variance (σ² = 0.0307) and favorable information criteria values (AIC = –
31.32), indicating a parsimonious yet robust fit. By combining the strengths of Holt’s trend-capturing 
capability with SARIMA’s effectiveness in modeling autocorrelation, the hybrid Holt–SARIMA model 
enhances forecast accuracy for Indonesia’s CPI. 

Hybrid Holt-Winter-SARIMA 
The hybrid Holt–Winter SARIMA model was constructed by first applying the Holt–Winter 

method to capture the trend and seasonal components of the CPI data, followed by modeling the 
residuals with SARIMA to address any remaining autocorrelation. The residual estimation yielded an 
ARIMA(0,1,1) specification with a statistically significant moving average component (ma1 = –
0.8708). This result indicates that short-term shocks in the residuals can be effectively captured 
through the moving average process. However, the residual variance (σ² = 0.1043) and information 
criteria (AIC = 30.39) are relatively higher compared to the hybrid Holt–SARIMA model, suggesting 
weaker performance. Nevertheless, this hybrid specification still provides a reasonable 
representation of dependency patterns not fully explained by Holt–Winter alone, thereby 
contributing to the accuracy of CPI forecasting, albeit less effectively than the Holt–SARIMA 
approach. 

Model Comparison 
The comparison of forecasting models is summarized in Table 1, which presents the values of 

error metrics RMSE. Based on Table 1, it can be observed that the best model is Holt-Winter model 
with RMSE = 1.9159, followed by the Hybrid HW-SARIMA model with RMSE = 1.9933. This indicates 
that the explicit seasonal component captured by the Holt-Winter method provides the most 
accurate forecasts compared to other models. Meanwhile, the integration of Holt-Winter with 
SARIMA also maintains strong performance, although slightly less accurate than Holt-Winter alone. 
Figure 9 presents the residual diagnostics of the Holt-Winter model, which are used to evaluate 
whether the model assumptions are satisfied. 
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Table 1. Comparison of Forecasting Model Performance Based on RMSE 
Model RMSE 

ETS 2.7712 
Holt 2.7378 

Holt-Winter* 1.9159* 
SARIMA 2.7160 

Hybrid Holt-SARIMA 2.7594 
Hybrid HW-SARIMA 1.9933 

SARIMAX1 3.5161 
SARIMAX2 3.5160 
SARIMAX3 3.5104 

 
 

Figure 9. Residual Diagnostics of the Holt-Winter Model 
 
The residual plot (top) shows that the residuals fluctuate randomly around zero without 

forming a clear trend or systematic pattern, indicating that the model captures the main structure of 
the data well. The ACF plot (bottom left) demonstrates that most autocorrelation values fall within 
the confidence bounds, suggesting no significant autocorrelation remains in the residuals. This 
implies that the residuals behave like white noise. Finally, the histogram with a density curve (bottom 
right) shows that the residual distribution is approximately symmetric and centered around zero, 
although a few extreme values are present.  

A related study by Shinkarenko et al. (2021) compared the Holt–Winters and ARIMA models 
to analyze the CPI dynamics in Ukraine from 2010 to 2020. Its usefulness for predicting inflation with 
both trend and seasonal components was confirmed by their investigation, which showed that the 
Holt–Winters approach had the lowest forecasting error. This result is in line with the current study's 
findings, which also show that the Holt–Winter model is the most accurate at predicting Indonesia's 
CPI because it exhibits comparable long-term and seasonal inflationary patterns. 

The ability of the Holt–Winter model to accurately forecast Indonesia’s CPI has important 
implications for national economic resilience. Precise inflation forecasting allows policymakers to 
anticipate price volatility that can affect household purchasing power, production costs, and fiscal 
stability. Persistent inflation shocks may threaten social stability and undermine the economic 
foundations essential for national defense and resilience. Therefore, the application of reliable time 
series models such as Holt–Winter supports early warning systems for economic disturbances and 
strengthens evidence-based strategies in maintaining price stability, safeguarding welfare, and 
ensuring sustainable resource allocation for national resilience. Yaacob et al. (2020) emphasized that 
fluctuations in the CPI play a critical role in assessing a country's economic vulnerability and 
resilience, particularly during the Covid-19 pandemic. Their study found that CPI movements 
significantly influenced Brunei’s economic stability, reinforcing the importance of accurate inflation 
modeling in supporting economic recovery and resilience strategies. 
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CONCLUSION 

The decomposition of Indonesia’s CPI from 2017–2022 highlights three main components: a 
steadily increasing long-term trend, recurring seasonal fluctuations that repeat annually, and 
irregular variations driven by external shocks such as global energy price changes and trade dynamics. 
This confirms that CPI behavior is shaped by both structural and cyclical factors that require models 
capable of capturing complex patterns. 

Among the models tested, the Holt–Winter method achieved the best performance with the 
lowest RMSE of 1.9159, outperforming ETS, Holt, SARIMA, SARIMAX, and hybrid approaches. The 
model effectively captured the upward trend and seasonal behavior of CPI, producing forecasts that 
closely align with historical patterns. This demonstrates the strength of exponential smoothing with 
explicit seasonal components in handling data with recurring fluctuations. 

Residual diagnostics further validate the suitability of Holt–Winter. The residuals fluctuate 
randomly around zero without systematic patterns, the ACF shows no significant autocorrelation, and 
the residual distribution is approximately symmetric. These findings indicate that the model has 
adequately explained the trend and seasonality of CPI and that the remaining errors behave like white 
noise. Therefore, the Holt–Winter model can be considered the most reliable tool for CPI forecasting, 
providing valuable support for economic policy formulation and national defense decision-making. 

However, this study has several limitations. The Holt–Winter model assumes that the historical 
trend and seasonal structures remain stable over time, which may limit its accuracy during structural 
economic changes or policy shocks. In addition, the model does not explicitly account for spatial 
dependencies or external macroeconomic variables, such as crude oil prices or exchange rates, that 
could affect CPI dynamics. Future research could address these limitations by integrating Holt–Winter 
with models that include exogenous and spatial–temporal factors, such as GSTARIMA, GSTARIMAX, 
GST-SARIMA, or GST-SARIMAX, to enhance the adaptability and robustness of CPI forecasting in 
complex economic environments. 
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